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The Impending Revolution in Undergraduate
Science Education

Robert L. DeHaan1

There is substantial evidence that scientific teaching in the sciences, i.e. teaching that em-
ploys instructional strategies that encourage undergraduates to become actively engaged in
their own learning, can produce levels of understanding, retention and transfer of knowl-
edge that are greater than those resulting from traditional lecture/lab classes. But widespread
acceptance by university faculty of new pedagogies and curricular materials still lies in the
future. In this essay we review recent literature that sheds light on the following questions:

• What has evidence from education research and the cognitive sciences told us about
undergraduate instruction and student learning in the sciences?

• What role can undergraduate student research play in a science curriculum?
• What benefits does information technology have to offer?
• What changes are needed in institutions of higher learning to improve science teaching?

We conclude that widespread promotion and adoption of the elements of scientific teaching
by university science departments could have profound effects in promoting a scientifically
literate society and a reinvigorated research enterprise.

KEY WORDS: science education; cognitive science; undergraduate instruction; information technology;
student research.

INTRODUCTION

At a recent meeting of officials of the US De-
partment of Education and others dealing with sci-
ence instruction in the nation’s schools and colleges
(Secretary’s Summit on Science Education, March
16, 2004, Washington, DC), physics Nobelist Carl
Wieman made an impassioned plea for improved
teaching in science at the undergraduate level. He
called for instructional settings in which students can
do more problem solving and have greater opportu-
nities to do real science: “using the tools of science to
teach science”. Wieman was referring to a kind of in-
struction, termed “scientific teaching,” that research
has shown “involves active learning strategies to en-
gage students in the process of science, and teach-
ing methods that have been systematically tested and
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shown to reach diverse students” (Handelsman et al.,
2004, p. 521).

We now have a substantial body of evidence
that instructional strategies in science that encour-
age undergraduates to become actively engaged in
their own learning—i.e. scientific teaching—produce
levels of understanding, knowledge retention and
transfer that are greater than those resulting from
traditional lecture/lab classes. The evidence for this
finding from college classrooms and teaching experi-
ments across the country is accumulating rapidly. But
widespread acceptance by university faculty of new
pedagogies and curricular materials still lies in the fu-
ture. Here we highlight recent research in the cogni-
tive sciences, instructional methods, student learning,
educational policy, and assessment designed to shed
light on the following questions:

• What has recent evidence from education re-
search and the cognitive sciences told us about
undergraduate instruction and student learn-
ing in the sciences?
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• What role can undergraduate student research
play in a science curriculum?

• What benefits does information technology
have to offer?

• What changes are needed in institutions of
higher learning to improve science teaching?

We begin with a brief historical background,
and then—with no effort to achieve a comprehensive
review—proceed to outline some of the recent con-
tributions to the research literature that shed light on
each question raised.

BACKGROUND

The view that strategies and curricula for teach-
ing science can be subjected to rigorous experimental
testing for effectiveness has a long history (reviewed
in McDermott, 1991; Redish, 1999). Such studies
have served as the basis for what has come to be
called the science education reform movement, call-
ing for a switch from traditional lectures and work-
book labs, to scientific teaching strategies. Beginning
in a few centers of science education research, the
movement is now supported by organizations such as
the National Science Foundation, the National Sci-
ence Resources Center, the National Science Teach-
ers Association, the National Institutes of Health,
and many scientific professional societies.

Forces pressing for change in science educa-
tion have come from many sources, not only the
scientific and educational communities. The corpo-
rate world is equally concerned because of rapidly
changing workforce needs that have become ap-
parent in recent decades. Although the population
of American undergraduates that earned bachelor’s
degrees in science and engineering (S&E) has re-
mained constant at about 32% for the past three
decades or more (Mervis, 2003; National Science
Board, 2004), demand for scientifically and techni-
cally trained workers has soared. A panel of the Na-
tional Academies’ Government-University-Industry
Research Roundtable concluded that the US faces “a
crisis in S&E talent and expertise” (NRC, 2003c, p. 5)
because we are not graduating a sufficient supply of
scientific and technical talent to fill the jobs available
in the country’s laboratories, defense installations
and high-tech industries. According to the National
Science Board (NSB, 2004) the number of jobs in the
US labor force requiring S&E skills is growing at the
rate of almost 5% while the rest of the labor force is
growing at just over 1%. The solution to this problem

lies in several strategies: making “a quality education
in math and science a priority” (NSB, 2004, p. 3); pro-
viding better S&E education for the nation’s youth;
and steering a larger fraction of them into scien-
tific and technical fields. To accomplish that end, the
NRC’s Government-University-Industry Research
Roundtable concludes that we must

make use of cognition research to better inform ped-
agogy at all educational levels. Today’s classrooms
look much as they did in 1900. Knowledge of how
students learn and use information has largely been
ignored (NRC, 2003c, p. 14).

According to a comprehensive study by
Seymour and Hewitt (1997), a loss of over half of the
students who enter college intending to pursue ma-
jors in the natural sciences occurs within two years of
taking their first college science class, a problem of
wastage that affects both minority and majority stu-
dents. Students reported being dissatisfied with what
they perceived as poor teaching and other negative
experiences in “weed-out” science courses. Frequent
complaints were heard about classes and textbooks
that are filled with isolated facts that students are
expected to memorize with little opportunity for
conceptual development, and tests that assess little
more than students’ ability to remember such facts
from recent lectures and chapters. Rather than
subjecting undergraduates to introductory courses
that are designed to select a limited number of future
scientists while alienating the majority, students in
lower division science curricula should be offered
“learning experiences that motivate them to persist
in their [scientific] studies and consider careers in
these fields” (Project Kaleidoscope, 2002, p. 1).

Despite such recommendations from experts in
the field, a broad survey of 123 research-intensive
(Research I and II) universities nationwide by The
Reinvention Center at Stony Brook (2001), found
that only small numbers of the students on about
20% of these campuses have opportunities for
active learning or real-world problem solving in
their introductory science courses. On a majority of
campuses the instructor as an information-delivering
lecturer remains typical practice in science courses.
Although it is widely recognized in the psychology
literature that lectures may be valuable vehicles
for information transfer, they tend to promote
memorization rather than conceptual understanding
(Bligh, 2000; Novak, 2002). Nonetheless, traditional
lecture courses predominate. As noted by Alison
King (1994), “Much of what transpires in today’s
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college classrooms is based on the outdated transmis-
sion model of teaching and learning: the professor
lectures and the students take notes, read the text,
memorize the material, and regurgitate it later on an
exam” (p. 15). This is a model that is not likely to
increase the numbers of students attracted to careers
in science or to help them become scientifically
literate citizens.

WHAT HAS RECENT RESEARCH
IN EDUCATION AND THE COGNITIVE
SCIENCES TOLD US ABOUT
UNDERGRADUATE INSTRUCTION
AND STUDENT LEARNING
IN THE SCIENCES?

Questions about how students are taught and
what they learn in college science courses have
occupied educators for many years (e.g. Dwyer, 1972;
Arons, 1983). From the influential report, A Nation at
Risk (National Commission on Excellence in Educa-
tion, 1983) with its “Imperative for Educational Re-
form,” to the Boyer Commission (1998) and Glenn
Commission (2000) studies, to the present, reports
by the dozens, from individual experts and a wel-
ter of national associations, blue-ribbon panels and
accrediting boards have called for improved science
education in our nation’s schools and colleges. Ap-
pearing over many years, at the rate of almost one
a week during some periods according to Tobias
(1992), these reports have been notable for their con-
vergence on certain ideas. Among the most thought-
ful and best documented of such studies is a series
of reports by panels brought together under the aus-
pices of the National Research Council, an arm of
the National Academies (National Research Coun-
cil, 1997, 1999a,b, 2000, 2002a,b, 2003a,b). Virtually
all these expert sources agree that science education
should focus: less on what instructors “cover,” and
more on what students learn and how well they can
use their knowledge; less on vocabulary and facts
that students memorize, and more on students’ un-
derstanding of scientific concepts and how those con-
cepts fit together in a framework of knowledge about
a subject; less on what students can repeat back im-
mediately in class, and more on their long-term re-
tention and ability to transfer their knowledge to
contexts outside the classroom. These generaliza-
tions have been condensed into lists of educational
principles by several workers.

Principles of Learning

To enhance students’ long-term retention and
transfer of knowledge, research in the learning sci-
ences has led to a number of insights that are
grounded in evidence and widely cited in the above
reports. In his 1998 Millikan Lecture, physics educa-
tor E. F. Redish (1999) articulated five general prin-
ciples based upon results from psychologists and ed-
ucation researchers, principles that he believed could
help make sense of what happens in the physics class-
room. He has since incorporated these ideas into a
well-regarded text: Teaching Physics with the Physics
Suite (Redish, 2003, pp. 30–39).

(1) The constructivism principle: Individuals
build their knowledge by processing the in-
formation they receive, building patterns of
association to existing knowledge.

(2) The context principle: What people con-
struct depends on the context—including
their mental states.

(3) The change principle: Producing significant
change in a well-established pattern of as-
sociations is difficult but can be facilitated
through a variety of known mechanisms.

(4) The distribution function principle: Individ-
uals show a limited but significant variation
in their style of learning along a number of
dimensions.

(5) The social learning principle: For most indi-
viduals, learning is most effectively carried
out via social interactions.

Much of the evidence that supports such princi-
ples was elaborated in an NRC report, How People
Learn: Brain, Mind, Experience and School (NRC,
2000), written under the supervision of a committee
that included education researchers, teachers, psy-
chologists, and cognitive scientists. The major find-
ings from this book-length study on the “learning
sciences” have been condensed into a list of seven
“Principles of Learning” (NRC, 2003a, pp. 20–22)
that differ slightly from but largely overlap Redish’s
list, as follows:

(1) Learning with understanding is facilitated
when new and existing knowledge is struc-
tured around the major concepts and prin-
ciples of the discipline. Experts’ content
knowledge is structured around the ma-
jor organizing principles, core concepts, and
“big ideas” of the discipline. Therefore, it is
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not adequate for a student to learn many
disconnected facts about a subject. Curric-
ula that emphasize simple recall of factual
information over a wide variety of topics
within a discipline do not help students or-
ganize knowledge effectively. Students who
fail to learn facts and concepts in depth are
not able to structure what they are learning
around the major organizing principles and
core frameworks of the discipline.

(2) Learners use what they already know to
construct new understandings. College stu-
dents have knowledge, skills, beliefs, con-
cepts, conceptions, and misconceptions that
influence how they think about the world,
approach new learning, and go about solv-
ing unfamiliar problems. Learning a new
idea or process requires relating it to ideas
or processes they already understand. This
prior knowledge can produce mistakes as
well as new insights. Learners are likely to
create mental constructs around newly en-
countered problems and phenomena that
agree with their prior knowledge even when
those interpretations conflict with what a
teacher has attempted to teach. Therefore,
effective teaching involves gauging what
learners already know about a subject and
finding ways to build on that knowledge.
When prior knowledge contains misconcep-
tions, effective instruction entails detecting
those misconceptions and addressing them,
sometimes by challenging them directly.

(3) Learning is facilitated through the use
of metacognitive strategies that identify,
monitor, and regulate cognitive processes.
Metacognitive strategies include (a) con-
necting new information to former knowl-
edge; (b) selecting thinking strategies delib-
erately; and (c) planning, monitoring, and
evaluating thinking processes. To be effec-
tive problem solvers, learners must consider
both factual knowledge—about the task,
their goals, and their abilities—and strate-
gic knowledge about how and when to use
a specific procedure to solve the problem at
hand. Instructors can facilitate the develop-
ment of metacognitive abilities by offering
explicit instruction focused on such skills, by
providing opportunities for students to ob-
serve teachers or other content experts as
they solve problems, and by making their

thinking visible to students with whom they
work.

(4) Learners have different strategies, ap-
proaches, patterns of abilities, and learning
styles that are a function of the interaction
between their heredity and their prior ex-
periences. Among any group of learners,
there are important individual differences
in cognitive abilities as well as in emotional,
cultural, and motivational characteristics.
Educators need to be sensitive to such
differences so that instruction and curric-
ular materials will be suitably matched to
students’ developing abilities, knowledge
base, preferences, and styles. Students with
different learning styles also need a range of
opportunities and ways to demonstrate their
knowledge and skills. Using a single form
of assessment often works to the advantage
of some students and to the disadvantage
of others. Multiple measures of learning
and understanding provide a better picture
of how well each student is achieving the
learning goals.

(5) Learners’ motivation to learn and sense of
self affect what is learned, how much is
learned, and how much effort will be put into
the learning process. Both internal and ex-
ternal factors motivate people to learn and
develop competence. Intrinsic motivation is
enhanced when students perceive learning
tasks as interesting and personally relevant,
and when they are presented at an appropri-
ate level of difficulty. Tasks that are too diffi-
cult can frustrate; those that are too easy can
lead to boredom. Moreover, there are strong
connections between learners’ beliefs about
their own abilities in a subject area and their
success in learning that subject. Instructional
strategies that are supportive and encourage
conceptual understanding increase students’
interest and enhance their confidence about
their abilities to learn a particular subject.

(6) The practices and activities in which people
engage while learning shape what is learned.
When students learn subject matter or con-
cepts in only a limited context, they often
miss seeing the applicability of that informa-
tion to other situations. By encountering a
given concept in multiple contexts, students
develop a deeper understanding of the con-
cept and how it can be used and applied
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to other contexts. Problem-based and case-
based learning are two instructional ap-
proaches that create opportunities for stu-
dents to apply knowledge in multiple real-
world contexts and to engage in practices
similar to those of experts. These strategies
also provide opportunities for instructors to
help students understand when and how to
transfer new concepts and skills to different
situations. Technology also can serve as a ve-
hicle to bring real-world contexts into the
learning environment through the use of au-
thentic information sources and databases.

(7) Learning is enhanced through socially sup-
ported interactions. In learning environ-
ments that encourage collaboration, such
as those in which most practicing scien-
tists and mathematicians work, individuals
have opportunities to test their ideas and
learn by observing others. Providing stu-
dents with opportunities to articulate their
ideas to peers and to hear and discuss others’
ideas in the context of the classroom is par-
ticularly effective in enhancing conceptual
learning. Social interaction also is important
for the development of expertise, metacog-
nitive skills (see learning principle #3), and
formation of the learner’s sense of self (see
learning principle #5).

From a similar review of research, Halpern and
Hakel (2003) cite their own list of 10 principles that
they conclude should guide student behavior during a
learning experience. These again resemble and over-
lap those on the previous lists.

Learning and conceptual understanding are en-
hanced by the following.

(1) Repeated practice at retrieval of informa-
tion over time with varied applications.

(2) Varying the conditions under which learn-
ing takes place by, for example, mixing dif-
ferent types of problems and solutions in
the same lesson or unit.

(3) Re-representing information in both
auditory-verbal and visuo-spatial formats.

(4) Explicitly integrating new information into
prior conceptual frameworks.

(5) Articulating clear learning goals.
(6) Recognizing that learning is a function of

what the learner does, not the instructor.
(7) Examining implicit beliefs about learning

and self-efficacy.

(8) Remembering that confidence about prior
knowledge is not well correlated with valid-
ity.

(9) Acknowledging that lectures foster rote
memorization, not conceptual learning.

(10) Understanding that the act of remember-
ing strengthens some memory traces and
quenches others.

What kinds of primary evidence warrant such
broadly acknowledged views as the principles listed
above? Education research from a wide variety
of instructional venues that spans ethnographic
approaches, quantitative experiments and quasi-
experiments, as well as developmental psychology
and the cognitive neurosciences, has provided many
of these insights into teaching and learning.

The Evidentiary Base

With no effort at a comprehensive review of
the extensive bodies of literature that have appeared
in recent years, we describe here examples of some
of the critical evidence that supports these learn-
ing principles. A sampling of studies centered on
ethnographic analysis of student experiences, class-
room quasi-experiments, and neurocognitive investi-
gations is described below.

Individual Case Studies

Interviewing and observing individual students
can often provide substantial insight into how they
learn and what barriers prevent learning. We now
understand from studies in fields such as linguistics
(Gordon, 2004; Pica et al., 2004) and discourse anal-
ysis (e.g. Gee, 1999) that language is not simply a
medium to communicate thoughts. Rather, it is an ac-
tive determinant of understanding. Learners do not
build internal mental models of the world indepen-
dent of the language necessary to express those mod-
els. Learning new vocabularies and ways to express
concepts must be seen as an interactive whole with
creating the concepts themselves (see e.g. Roth and
Duit, 2003; Gee, 2003; Gelman and Gallistel, 2004).
Redish (1999) describes an example to demonstrate
that listening carefully to what one student says in
a detailed interview can help substantially in under-
standing student learning and, by extension, the ef-
fectiveness of an instructional strategy. As part of a
project to develop instructional materials for the sub-
ject of mechanical waves, Redish and his colleagues



258 DeHaan

analyzed responses of their engineering physics stu-
dents to quiz problems. Through in-depth interviews,
they asked students to consider the problem and ex-
plain their reasoning. They found that focusing on
how a small number of students constructed their re-
sponses helped unravel unrealized instructional in-
adequacies. In another example, careful analysis of
student expressions concerning their classroom ex-
periences clarified how difficult it is for even post-
secondary students to comprehend the difference
between construction of their own knowledge and
memorization of transmitted information. Similar at-
tention to the perceptions of individual students has
convinced many investigators to become strong ad-
vocates for integrating constructivist pedagogies into
university courses (e.g. Schwartz and Fischer, 2003;
Handelsman et al., 2004).

Classroom Studies

Efforts at improving science courses first began
in physics in the 1970s, initially focused on education
programs for pre-service teachers (McDermott,
1974). With the appearance of several physics
education research efforts such as the “Studio
Physics” group at Rensselaer Polytechnic Insti-
tute (http://www.rpi.edu/dept/phys/education.html)
and the Physics Education Group at University
of Washington (http://www.phys.washington.edu/
groups/peg/) (see Laws, 1997; McDermott and
Redish, 1999; McDermott, 2001) knowledge about
physics teaching began to accumulate in a systematic
and progressively more effective way. Progress
accelerated after a test for student conceptual un-
derstanding, the Force Concept Inventory (FCI) was
developed by David Hestenes and his collaborators
at Arizona State University (Hestenes et al., 1992).
Now widely used and modified, the FCI at first gen-
erated substantial controversy among physics faculty
because the test questions appeared to their eyes to
be trivial and easily answered by all but the most
backward students. The discovery that students in
fact did poorly—generally less than 60% – even after
completing a calculus-based course, shocked many
instructors. In the early 1990s, Richard Hake of
Indiana University, collected data on pre–post FCI
results from faculty that were teaching introductory
physics courses at universities around the country,
along with descriptions of the courses given (Hake,
1998). Covering 62 semester-long classes averaging
about 100 students each, Hake found a strong corre-
lation between students’ measured conceptual gains

and their degree of active engagement in the learning
process. Fourteen of these were “traditional” courses
consisting of standard lectures and workbook labo-
ratories with little or no opportunity for interactive-
engagement of students. In sharp contrast, 48 courses
made substantial use of active engagement methods,
with opportunities for students to work through the
logic of problems and even perform small exper-
iments to test physical concepts. Hake found that
students in the latter courses averaged gains that
were twice as large as those in the traditional classes
(Hake, 1998, 2002). Results consistent with these
have since been obtained by numerous other physics
research groups (Ambrose et al., 1999; Redish, 2003;
Heron et al., 2003; Loverude et al., 2003). Interactive
engagement of students in their own learning mea-
surably enhanced the conceptual development and
problem-solving abilities of the learners.

Active learning strategies have been adapted
to other disciplines with variable success. Stimula-
tion of deeper learning and understanding as well
as increased motivation and enthusiasm for the sub-
ject have been achieved in classes from 40 to 400
students by scientific teaching strategies in fields
as disparate as astronomy (Powell, 2003), genet-
ics (Pukkila, 2004), and chemistry (Wright et al.,
1998; Berg et al., 2003). The University of Oregon’s
Workshop Biology curriculum (Udovic et al., 2002)
became one of several experimental teaching ap-
proaches in the life sciences that succeeded during
the 1990s in enhancing students’ conceptual learning,
attitudes toward science, and problem solving capac-
ities (see also Ebert-May et al., 1997; Lawson, 2003).
Taking physics as an example, it is expected that the
spread of active learning pedagogies through other
sciences will be accelerated by the development of in-
struments comparable to the FCI, designed to mea-
sure student comprehension of concepts deemed to
be important for understanding each of the scientific
disciplines. An initial version of a Chemistry Con-
cepts Inventory (CCI) has appeared (Mulford and
Robinson, 2002), and a collaborative effort to cre-
ate a Biological Concept Inventory (BCI) is currently
underway (Klymkowsky et al., 2003).

Neuro-Cognitive Research on Learning

It is intuitively obvious that cognition is both
a psychological and a neuronal phenomenon. For
example, learning depends upon memory—how in-
formation is stored in the brain. We now know
that memory is a complex system of neuronally
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supported functions distributed widely in various
anatomical circuits in different parts of the brain
(Kandel et al., 2000; Miyashita, 2004). Memory is
divided into two kinds, short-term (working) mem-
ory and long-term (Damasio, 1999). Long-term is
further sub-divided into explicit (declarative) and
implicit (or non-declarative) components. Working
memory is fast but limited in capacity; information
tends to fade after a few seconds. Long-term mem-
ory can hold large amounts of information and main-
tain it for years. Using information from long-term
memory requires a process of activation whereby
it is brought into working memory. This activa-
tion is “associative,” that is it requires assembling
or re-assembling various small units of stored in-
formation. Some of the learning principles listed
above derive from experimental research on mem-
ory and its relationship to knowledge utilization
and transfer. The connection between neurocogni-
tive research and its application in the classroom
has been explored in a number of studies (e.g.
NRC, 1999a, 2000; Redish, 2003, Chapter 2). Al-
though cautions have been raised about making too
much of “brain-based” learning (Breuer, 1997), spe-
cific pedagogical practices have been shown to help
students learn cognitive and metacognitive strate-
gies that can lead to meaningful incorporation of
new knowledge. Such “meaningful learning” takes
place when learners choose conscientiously to inte-
grate new knowledge into knowledge they already
possess (Novak, 2002). Such strategies would in-
clude knowing how to integrate new information
and concepts with their preconceptions, how to or-
ganize knowledge in ways that facilitate retrieval
and application, how to define their own learning
goals and monitor their progress toward achieving
them, and how to apply their knowledge in new
contexts.

In addition to memory, learning is affected
dramatically by motivation to learn, termed “ori-
entation” toward learning (Donald, 2002). There is
a large body of convincing data that students can
take either a deep orientation, in which they are
highly motivated to learn and seek to relate to and
maximize understanding of new knowledge, or a su-
perficial orientation which, in contrast, involves little
motivation and results mainly in rote memorization
(Novak, 2002). Donald (2002, p. 5) argues that stu-
dents may adopt either a deep or superficial orienta-
tion, depending upon socially constructed cues given
by the instructor. Research on the neural basis of
motivation and reward in humans and animal models

is now an active area of study by neurobiologists
using combinations of psychophysical, electrophys-
iological, neuroanatomical and molecular methods
to identify neurons or neural pathways active in
specific behaviors. There are roughly 100 billion
neurons in the human brain, and each one may be
connected to thousands of others. At any moment,
many neurons are active simultaneously, enabling
information signals to flow in many directions at
once, establishing patterns of connectivity (Damasio,
1999; Koch and Laurent, 1999). Changes in motiva-
tion and other neurocognitive processes have been
shown to depend on neurons with different patterns
of connectivity, whose activities are mediated by di-
verse neurotransmitters. For example, the elements
of goal-setting, intimately related to motivation, can
be studied in active, alert experimental animals by
decoding “cognitive signals” arising from individual
neurons. The intention to reach for an object, the
intended direction of a hand-reach, even the decision
to reach for one object over another determined
by a prior preference can be analyzed with such
techniques (Musallam et al., 2004).

As now often reported in the lay press (e.g.
Deardorf, 2004), both motivation to learn and such
processes of mentation as attention and memory can
be enhanced pharmacologically (Chattterjee, 2004).
Recent studies analyze the mechanisms of drugs
known as memory enhancers that appear to pro-
duce their results (thus far only in laboratory ani-
mals) through activation of a nuclear protein known
as Cyclic-AMP Response Element Binding pro-
tein (CREB). Activated CREB is known to switch
on genes in neural cells whose protein products
strengthen synapses involved in long term mem-
ory (Hall, 2003; Tully et al., 2003). This enhance-
ment of synaptic function is an essential component
of learning. Although experimental evidence is not
yet available, it is at least worth speculating that a
teacher who switches a student from a superficial to
a deep orientation toward learning may be entraining
a mechanism that has something to do with activation
of CREB.

A growing body of science educators has found
that students’ attitudes toward science, their motiva-
tion for learning, and their conceptual development
in the discipline can all be enhanced by engagement
in real scientific investigations. This has led to pro-
grams on many campuses in which a research experi-
ence in a supportive community that includes one or
more instructors to provide guidance is built into the
curriculum for all science majors. In some cases, an
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effort is made to offer these experiences to a larger
range of students, even those taking lower division
science courses but who are not majoring in the sci-
ences. Thus, it is useful to consider what impact such
programs have had.

WHAT ROLE CAN UNDERGRADUATE
STUDENT RESEARCH PLAY
IN A SCIENCE CURRICULUM?

It is widely held that students can benefit in
their learning of science if they have opportunities
to do science through either in-class science projects
or extracurricular work with scientists (NRC, 1999b,
2002a, 2003a,b). Science educators have long held
that working on authentic science research projects
facilitates the development of scientific literacy
by enhancing students’ understandings of science
content, the strategies and logic of scientific inquiry,
and the nature of science. Hodson (1993) explained
that “one cannot learn to do science by learning
a prescription or set of processes to be applied
in all situations. The only effective way to learn
to do science is by doing science . . .” (p. 120). By
engaging in the messiness of science investigations—
however limited they might be—it is hoped that
students would go beyond learning science content
to learning how to think like a scientist. Involve-
ment in scientific inquiry can range from relatively
brief classroom activities to lengthy apprenticeship
projects in research laboratories. They can engage
students with real materials or with virtual problem-
solving environments. DebBurman (2002) engages
students in “mock experiential research projects”
that entail role playing in such activities as giving a
journal club report, writing a medical news article,
presenting an oral seminar, and writing a lab report.
It is generally believed that the more authentic
the research experience, such as an apprenticeship
guided by a science professional, the more students
will learn about scientific inquiry and the more pos-
itive will be their feelings toward science. However,
resources for providing such experiences to large
numbers of students may be unavailable.

In accordance with these views, a variety of pro-
grams have sought to place students in research lab-
oratories or special programs intended to allow them
to develop broader and more complete understand-
ings of the scientific enterprize through participation
in authentic science experiences. Many of these ef-
forts are described in a recent review of published

articles and evaluation reports that address the bene-
fits of undergraduate research (Seymour et al., 2004).
To establish what is known about the qualities and
effects of student research programs, the authors de-
fined a typology that divided the literature into two
main types: (1) papers and reports in which the hy-
pothesized benefits of undergraduate research are
tested and well supported, and (2) papers and reports
in which benefits are simply stated or claimed but not
adequately demonstrated. Out of a total of 54 publi-
cations examined, 83% fell into the second category,
in which hypothesized benefits were not convincingly
demonstrated, either because of design limitations
or because methods were incompletely described.
Nine reports, consisting of four research papers and
five evaluation studies, provided convincing evidence
of benefits to students, including gains in basic re-
search and oral communication skills, understanding
of the nature and development of scientific knowl-
edge, and epistemological development from simplis-
tic to complex ways of knowing. Skills that students
felt were enhanced by their research experiences in-
cluded observing and collecting data, communicating
research results orally, relating results to the “big-
ger picture,” and understanding contemporary con-
cepts in the field. For example, the author of one of
the nine studies that met the standards of Seymour
and her colleagues (Kardash, 2000) concluded that
undergraduate research experiences were successful
in enhancing a list of basic scientific skills. The evi-
dence was less compelling in this study that such ex-
periences promoted the acquisition of higher-order
thinking skills such as identifying a specific question
for investigation or designing a test of a hypothesis,
skills that underlie critical scientific reasoning.

In a further interview study of 76 under-
graduates from four college campuses who had
participated in a 10-week summer research program
as rising seniors, Seymour et al. (2004) found that
the students were overwhelmingly positive about
their experience: 91% of all statements referenced
gains of various kinds. Among the most prevalent of
these were: increased confidence in their ability to
do research; improved ability to think and work like
a scientist; gains in various skills such as problem
solving, lab/field techniques, reading comprehension,
working collaboratively; clarification/confirmation
of career plans, and shifts to more positive attitudes
toward learning or toward research.

Many colleges and universities have joined in
the effort to engage larger numbers of students in a
research experience. Justifications offered by various
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institutions include the increasingly multidisciplinary
nature of scientific investigations; the changing
demographics of students and faculty members;
the increasing desire to integrate research more
fully throughout the curriculum; and the expanding
recognition that student research may actually im-
prove student learning. National organizations have
sprung up to further this trend. Two of these are the
Council on Undergraduate Research (CUR) and the
National Conference on Undergraduate Research
(NCUR). CUR and its affiliated colleges, universi-
ties, and individual members focuses on promoting
student research opportunities at predominantly un-
dergraduate institutions. They provide publications
and outreach activities that are designed to share
successful models and strategies for establishing and
institutionalizing undergraduate research programs,
and to assist administrators and faculty members
in improving and assessing the research environ-
ment at their institutions. CUR has 3,000 members
representing over 870 institutions (www.cur.org).
NCUR (www.ncur.org), as its name implies, focuses
primarily on its annual conference, through which
the organization attempts to encourage awareness
of undergraduate research, scholarship, and creative
opportunities as they exist in various disciplines and
types of institutions.

The National Science Foundation is also
a supporter of undergraduate research. In
2003, the NSF funded an Undergraduate Re-
search Summit that brought together an array
of stakeholders, including public and private
undergraduate and doctoral-granting institu-
tions, and representatives of industry, national
laboratories, and funding agencies. (Report at:
http://abacus.bates.edu/acad/depts/chemistry/twenzel/
summit.html.) Discussion at the meeting was facil-
itated by a series of white papers that addressed
topics such as defining and assessing undergrad-
uate research, the value of diversity within the
chemical sciences, and designing a research-
supportive curriculum. These can be accessed
at (http://abacus.bates.edu/acad/depts/chemistry/
twenzel/ white papers.html). Although the meeting
focused on research in the chemical sciences and
was attended mainly by chemists, many of the rec-
ommendations contained in the report apply more
broadly across all science disciplines.

A vexing problem in the move to provide
genuine research experiences for students is that it is
costly. It is time-intensive for instructors, it consumes
classroom or laboratory space, and it places demands

on other departmental equipment and facilities.
Some of these costs can be offset by employing
undergraduates as student research assistants. This
strategy has the distinct advantage that it can provide
a direct pathway for a limited number of students to
a scientific career (e.g. Silva et al., 2004). However,
it cannot solve a second problem, which is how to
afford a research experience to non-majors, or to the
growing number of students engaged in classes taken
through distance learning programs who never–or
only occasionally – assemble in a classroom face to
face with an instructor? To many, the search for
solutions to these difficulties has become urgent
because of the growing recognition that student
research experiences should be an important com-
ponent of a well-rounded science curriculum (NRC,
2002a, 2003a,b). Some workers argue that solutions
to such problems will come from the expanded
utilization of information technology.

WHAT BENEFITS DOES INFORMATION
TECHNOLOGY (IT) HAVE TO OFFER
IN SCIENCE EDUCATION?

In a chapter entitled “The complexity of com-
ing to know,” Laurillard (2002) catches herself “wish-
ing I could attach electrodes to students’ heads to
see what goes on when they learn” (p. 41). The issue
she grapples with is how to form a bridge between
what we know about how students learn and what
we should do as teachers. If we are persuaded by
the evidence cited above that telling students what
they need to know about a subject via lectures is not
an optimal instructional strategy; if we are convinced
that it leads at best to memorization of facts and algo-
rithms, with little integration of new knowledge into
the students’ conceptual frameworks, then we must
seek newer strategies that have been shown to help
students achieve meaningful learning and transfer-
able knowledge.

Accumulating evidence suggests that such
strategies are available through IT-based learning
(Laurillard, 2002; Strangman and Hall, 2003; Twigg,
2003). The adaptive and interactive nature of com-
puter software affords instructors and curriculum
designers advantages over traditional instructional
approaches: (1) students can examine ideas and
concepts that may be inaccessible with traditional
teaching strategies through exploration, experimen-
tation and modeling; (2) teaching/learning strategies
can be highly individualized for each student;
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(3) assessment of student learning is readily built
into the instructional materials; and (4) educational
activities can be expanded beyond classrooms to
workplaces, homes, and community settings.

Educators currently have available a wide vari-
ety of devices, media, and virtual contexts enabled by
sophisticated information technology. The following
is only a partial list (Dede, 2000; NRC, 2002b; Twigg,
2003; Whatley, 2004): (1) virtual reality and com-
puter simulation software to support design, prob-
lem solving, and decision-making; (2) cognitive au-
dit trails for automatic recording of user actions to
support performance assessments; (3) intelligent tu-
tors and software coaches to provide embedded ex-
pertise for greater individualization; (4) optical-disc
systems with multiple read/write and mixed media
capabilities to support large databases, inexpensive
data storage, and shared distributed virtual environ-
ments; (5) standardized computer and telecommuni-
cation protocols for ready connectivity and compat-
ibility; (6) authoring and user interface systems for
development of readily mastered applications; (7) so-
phisticated cognitive modeling software based on an
extensive literature of theory and experimentation.

IT-Based Software to Enhance Instruction

Computer-based simulation and virtual reality
software have been shown to improve three major
learning outcomes: conceptual change, skill devel-
opment, and content area knowledge (Strangman
and Hall, 2003). Such programs can also afford
modeling environments and access to authentic re-
search data that offer potential for breakthroughs in
science learning in the classroom and in distributed
learning contexts. Computer models offer students
opportunities to gain both subject matter knowledge
and metacognitive skills, and help them visualize
scientific concepts that are not observable in real life.
For example, students can use a model of atoms and
a temperature sensor to visualize and better under-
stand the connection between temperature and the
motion of atoms. Carl Wieman, at the University of
Colorado at Boulder, has devised simple computer-
based lab exercises designed to help students visu-
alize what would otherwise be abstract concepts in
physics (www.colorado.edu/physics/phet/simulation-
pages/simulation-index.htm). One of the programs
shows the build-up of static electricity when students
rub the foot of dancer ‘John Travoltage’ across a
carpet. Another gets students to build a circuit using
a battery, switch, light bulb and resistors. The unique

aspect of such teaching modules is that when the
switch is thrown, the program illustrates the flow of
electrons, allowing the students to visualize concepts
in the same way that a trained physicist does (Powell,
2003).

Cognitive modeling can range widely in com-
plexity, from support mechanisms for organizing
concepts, to environments that allow students to
construct objects in their own microworld. Tech-
nology for concept mapping (http://cmap.ihmc.us/)
coupled with strategies such as problem-based
learning (Duch et al., 2001; Allen and Tanner, 2003a)
engage students in metacognitive work and greatly
enhance their ability to represent knowledge in new
forms (Fisher, 2000; Novak, 2002; Allen and Tanner,
2003b). Modeling also refers to simulation programs
that allow users to construct models of some aspect
of reality (e.g. Edwards, 1996; Laurillard, 2002;
Strangman and Hall, 2003). Model construction
projects and virtual worlds can teach by abstraction
and problem-solving (Horwitz, 1999; Ogborn, 1999;
Spitulnik et al., 1999; Roussev and Rousseva, 2004).

Technology-Based Innovations for the Classroom

New and existing technologies such as graphing
calculators, word processors, digital cameras, and the
Internet have enormous potential for teaching with
new strategies. One challenge is helping instructors
understand how to use these devices effectively
with their students, even in small classes of 30
students. Thinking of ways to make a 200-person
course seem more student-centered may be an even
greater challenge (Crouch and Mazur, 2001; Ebert-
May et al., 1997; Wood, 2003; Pukkila, 2004). The
technological solution advocated by astrophysicist
Richard McCray involves a classroom response
system that arms each student with a “clicker,”
i.e. a wireless classroom communication device
that resembles a television remote control. Grow-
ing in popularity on numerous college campuses,
such systems are now offered by several vendors
(e.g. www.einstruction.com; http://he-cda.wiley.
com/WileyCDA/Section/id-103701.html). During
class, the instructor poses questions to which stu-
dents respond using their clickers (Woods and Chiu,
2003). The responses are collected by a receiver,
and instantly analyzed and displayed on computer
screens visible to both the students and instructor.
In the lecture room, rather than lecturing, McCray
separates a class of 200–400 students into “teams”
and asks each team to work on a problem. Team
members have electronic clickers so that McCray can
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take a problem that has stumped many teams, turn it
into a multiple-choice question, and ask everyone to
vote on it. This instant feedback allows him to see if
a common misconception has tripped up his students
– and if so, to dispel it rapidly (Powell, 2003). Not all
students enjoy learning in this way. Some complain
about the lack of a lecture. Almost all find them-
selves outside their comfort zone; they miss being
told what to learn. But when pressed, many admit
that they remember more from the astronomy course
than from other, lecture-based courses, an impres-
sion corroborated by a course evaluation, which also
shows that students are electing McCray’s course
over others (http://www.colorado.edu/ATLAS/
evaluation/edt/iastron.html). Eric Mazur now uses
similar methods as an alternative to lectures at
Harvard University. In a strategy he terms “Peer
Instruction” (Mazur, 1997), he asks students to
interrogate each other, struggle with a problem,
predict the answer, and then try to convince their
neighbor of their argument (Crouch and Mazur,
2001). As noted above, there is convincing evidence
that such strategies for transforming passive lecture
classes into more student-centered, inquiry-based
experiences for students usually elicit more and
deeper learning (Hake, 1998; Crouch and Mazur,
2001; Dancy and Beichner, 2002).

Access to Databases

IT-based instruction offers another advantage;
it can be structured around original sources of
scientific data that span traditional disciplinary
boundaries. Genetics, for example, is a particularly
difficult topic to teach because it involves complex,
interrelated, mostly unobservable processes that
occur at different levels: molecular, cellular, and
organismal, and that require quantitative analysis.
Adding to these difficulties is the fact that genetics
is frequently taught in large lectures as a component
of a lower division, large-enrollment course. A
variety of pedagogical strategies can be used to
make such courses more student-centered (Pukkila,
2004). Moreover, by showing students how to use
original databases such as GenBank (http://www.
ncbi.nlm.nih.gov/Genbank/index.html) or the Hu-
man Genome Browser (http://genome.ucsc.edu/cgi-
bin/hgGateway?org=human), they can have access
to genome sequences, genomic variations within
the population, gene expression patterns, protein
expression patterns, protein interactions, and other
genomic data. With careful instruction undergrad-
uates can learn how to work with such information

for authentic explorations of scientific concepts.
The BioQuest Consortium is an organization that
provides innovative materials designed to encourage
the use of simulations, databases, and computational
tools to construct learning environments where
students are able to engage in activities like those
of practicing scientists. Spearheaded by John Jungck
at Beloit College, BioQuest (www.bioquest.org)
has established a solid track record for using real
data in conjunction with a case-based approach
to assist students in increasing their quantitative
sophistication, improving problem solving skills and
enhancing conceptual development.

Individualized Instruction On-Line

A fundamental premise of many advocates of
IT-based programs is that meaningful learning can be
attained through greater individualization of learn-
ing experiences for students (Twigg, 2001). Informa-
tion technology enables instructors to meet the needs
of diverse students when, where, and how they want
to learn. IT-based strategies can be used to improve
learning, in part at least, by permitting instructors or
curriculum designers to create individualized learn-
ing environments that can serve students in ways
that they can use to greatest advantage. One chal-
lenge with distance learning programs is to ensure
that students gain at least the same quality of edu-
cational experiences as traditional campus based stu-
dents. The application of “software agents,” com-
puter systems to which a human user can delegate
tasks (Wooldridge and Jennings, 1995), has led to re-
search into the ways in which agents may be used
to support students online. Software agents may be
used to help teach, for example by affording access
to learning or modeling modules or virtual environ-
ments. Software agents can be made to work ac-
tively and adapt to users, they can simulate some of
the roles of instructors, they can monitor progress,
help organize students’ work and provide feedback
for themselves and for instructors. Whatley (2004)
reports on an agent system, the Guardian Agent,
designed to assist student teams working online to
search the Internet, share information with other
team members and undertake group projects on-
line. The concept of an agent originates from human
agents that provide services, such as a travel agent.
These agents have specialist skills, access to relevant
information, contacts for obtaining information and
are focused on a particular task. In the same way soft-
ware agents are autonomous systems that work on
behalf of a user. They exhibit the ability to recognize
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what the user needs to accomplish and react to the
user’s input.

IT-Based Assessment

Information technology is especially well suited
for assessment purposes, because it can readily be de-
signed to track user actions and provide instant feed-
back for the student and instructor. In her descrip-
tion of the SemNet software, Fisher notes that “. . .

it doesn’t make sense to teach for conceptual under-
standing unless one also tests for conceptual under-
standing” (Fisher, 2000, p. 197). SemNet is one of
a number of software programs designed for assess-
ing student learning. Applied to third graders, mid-
dle school children, and college students, it works
by permitting the learner to construct a semantic
network or conceptual graph about any descrip-
tive or declarative domain of knowledge. SemNet
is but one of many software environments designed
to assess aspects of learning (see e.g. Mintzes et al.,
2000). When students interact with educational soft-
ware, that software can be designed to collect de-
tailed records of student activities and responses that
provide information about their learning. Many as-
pects of cognition or level of expertise have been
difficult to assess with traditional testing methods.
For example, it is not easy to assess problem-solving
strategies with paper-and-pencil tests. By contrast,
software can present complex, realistic, open-ended
problems for solution and simultaneously collect ev-
idence about how the student goes about solving
the problem (Horwitz, 1999; NRC, 2001). An im-
portant question is whether learning accomplished
within the context of a computer-based environment
gives knowledge about the domain being represented
or only about the computer-based environment. This
question is raised by the puzzling finding that stu-
dents often fail to transfer knowledge gained on the
computer to performance on paper-and-pencil as-
sessments (Horwitz, 1999).

If the studies reviewed above offer convincing
ideas about how science education might be im-
proved: by transforming lectures into engaging in-
quiry experiences for students, by involving students
in direct investigations, and by better use of the
tools of information technology, then why are these
changes not already sweeping through the higher ed-
ucation community? What do studies find to be the
barriers to educational change? And what means are
at hand to overcome those barriers?

WHAT CHANGES ARE NEEDED IN
INSTITUTIONS OF HIGHER LEARNING TO
ENCOURAGE FACULTY
TO IMPROVE SCIENCE TEACHING?

Why do scientists, trained to demand evidence
for every aspect of their research, enter their class-
rooms as instructors using teaching methods that are
supported only by intuition and habit? There are
many reasons. Most scientists are unaware of the
data about the effectiveness of teaching methods,
despite increasing frequency of publications in the
professional scientific literature of each discipline
(e.g. Crouch and Mazur, 2001; Dancy and Beichner,
2002; Handelsman et al., 2004; Pukkila, 2004). Many
distrust the evidence because they see around them
colleagues and some students who have flourished
in the current educational system. Some distrust the
data because educational research uses unfamiliar
methods and arguments. Some are intimidated by
the challenge of learning new teaching methods,
or are afraid that identification as teachers will
reduce their credibility as researchers (Boyer, 1990;
Shulman, 1993; Cech, 2003). Moreover, faculty mem-
bers on most campuses see few rewards for efforts
to improve their teaching. Indeed, most are likely to
face significant disincentives to learn new teaching
approaches or to reformulate an introductory course:
it requires a large investment of time, and it is a
distraction from the focus on research.

To overcome these barriers, many at the fore-
front of the educational reform movement are call-
ing for the creation of a university-wide culture that
encourages change instead of impeding it and for bet-
ter mechanisms to inform scientists about education
research and the instructional resources available to
them (NRC, 2003a,b; Handelsman et al., 2004). The
scientific community itself—colleges and universities,
professional societies, funding agencies – must unite
to provide the resources, incentives, and opportuni-
ties for faculty to engage in scientific teaching. As
noted by Millar (2003), a few pioneers will act with-
out the support of the community, but most edu-
cators will wait for the convergence of interacting
forces to propel them in a new direction.

How can effective instruction, as defined
in the sections above, be promoted within a
university culture that is dedicated primarily to
research and the advancement of scholarship? In
many small liberal arts colleges and community
colleges, substantial progress has been made in
instilling a “learning paradigm” culture (Tagg,
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2003), often fostered by organizations such as
the American Association of Colleges and Uni-
versities SENCER program (http://www.aacu-
edu.org/SENCER/index.cfm), Project Kaleidoscope
(PKAL) (http://www. pkal.org/), and the Preparing
Future Faculty program (http://www.preparing-
faculty.org/default.htm). In most research-intensive
institutions of higher learning there is, instead,
a culture that values the activities that lead to
cutting-edge research: intense concentration on
laboratory or field investigations, on obtaining the
grants needed to support that research, and on
training graduate students and postdoctoral fellows
to extend it. As noted half a century ago by Merton
(1957), “On every side the scientist is reminded that
it is his role to advance knowledge . . . .Recognition
and esteem accrue to those. . .who have made gen-
uinely original contributions to the common stock of
knowledge” (p. 642). Furthermore, the culture that
rewards research productivity more than teaching
effectiveness has changed little on many campuses
in the past half century (NRC, 2003a). Tobias
(1992) notes that even if an energetic and ardent
fledgling campus counter-culture of educational
reform appears, progress is always slow. “They
shake but nothing moves” (p. 16). Even the students
can present barriers. No matter how discredited
is the traditional lecture when used as a primary
instructional approach (Honan, 2002), many faculty
are confronted by students who resist new teaching
strategies; presumably because it is harder work to
understand than to memorize (Garvin, 2003; Powell,
2003). Little wonder then that those educational
reformers who advocate that instructors enlarge
their priorities to include major improvements in
undergraduate teaching have met resistance.

As noted earlier in this essay, forces from
both within and outside higher education are
pressing for change in post-secondary science in-
struction. The corporate world is demanding a highly
trained workforce that can think analytically, solve
problems, work in groups, and apply quantitative
methods. As improved secondary science curricula
such as Project-based Science (http://www.umich.
edu/∼pbsgroup/) and the Physics First programs
(http://members. aol.com/ physicsfirst/) are adopted
by more and more high schools, greater numbers
of students will begin to enter college with better
science and mathematics backgrounds and with
the expectations for far more than textbook driven
lectures in their science courses. In recent reports,
panels of distinguished scientists and educators have

suggested ways to reformulate incentives for faculty
to adopt improved instructional strategies (e.g.
NRC, 2003b; Handelsman et al., 2004). Some of the
methods by which presidents, deans, and department
chairs might encourage faculty to learn new effective
approaches to teaching include the following.

(1) Use their visible positions to exhort faculty,
staff, and administrators to unite in the re-
form of science education and dispel the no-
tion that excellence in teaching is incompat-
ible with first-rate research.

(2) Encourage collegial, supportive assessment
efforts at the departmental level to pro-
vide evidence about the quality of in-
struction, especially in lower division sci-
ence courses. There are several effective
teaching evaluation instruments such as
the Reformed Teaching Observation Proto-
col (RTOP, at http://physicsed.buffalostate.
edu/AZTEC/RTOP/ RTOP full/) that are
well validated and informative.

(3) Match the faculty incentive system with the
need for reform. Tenure policies, sabbati-
cals, awards, adjustments in teaching respon-
sibilities and administrative support should
be used to reinforce those who seek time
to improve their teaching based on deep
thinking and reflection, research and adapta-
tion of courses. Rewards should go to those
who are teaching with research-tested and
successful strategies, learning new methods,
or introducing and analyzing new assess-
ment tools in their classrooms. Providing in-
structors with a period of reduced teaching
load and rewarding efforts to improve in-
struction by allotting release time, summer
stipends, or sabbatical leave, and the extra
resources required for consultation with col-
leagues and education experts can be impor-
tant incentives.

(4) Create more vehicles for educating fac-
ulty, graduate students, post-doctoral fel-
lows, and staff in tested, effective pedagogy.
Incorporate education about teaching and
learning into graduate training and faculty
development programs and fully integrate
these initiatives into the educational envi-
ronment and degree requirements.

(5) Publicly announce the establishment of a
centralized fund for educational improve-
ment in the dean’s office; this can send a
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powerful message regarding a change in em-
phasis of institutional values.

(6) Consider efforts by faculty who engage
students in learning-centered courses as
important activities in matters of tenure,
promotion, and salary decisions, and modify
promotion and tenure policies in ways that
motivate faculty to spend time and effort
on developing new teaching methods or
redesigning courses to be more learner
centered.

(7) In hiring new faculty and post-doctoral
fellows, place greater emphasis on aware-
ness of new teaching methods, perhaps
earmarking a small portion of research
support packages to fund attendance of
incoming instructors and post-docs at
teaching workshops.

(8) Consider faculty time spent in redesign of
introductory courses or in research focused
on teaching and learning a discipline as ev-
idence of productivity as a teacher-scholar.

(9) Encourage lecture-track faculty, a rapidly
expanding group at many research uni-
versities, to enhance their teaching skills,
to serve as valued course directors, and
to collaborate as educational experts with
tenure-track instructors.

An important role in improving science educa-
tion that should not be overlooked can be played
by funding agencies, both governmental and private.
Since its inception, the leadership of NSF has taken
care to combine research and education in their pro-
grams and grant offerings. Examples include the Fac-
ulty Early Career Development (CAREER) pro-
gram, the Distinguished Teaching Scholars (DTS)
program, Biocomplexity in the Environment (BE):
Integrated Research and Education in Environmen-
tal Systems, the Graduate Teaching Fellows in K-12
Education (GK-12) program, and the Mathematics
and Science Partnerships (MSPs). To further its sup-
port of science education reform NSF has recently
mandated that every proposal for scientific research
must be reviewed according to two criteria: “intel-
lectual merit” and “broader impact.” Examples of
the latter category emphasize education: Does the
research promote teaching, training, and learning?
How will it improve science education? Does it in-
clude undergraduate or precollege students as par-
ticipants? Will the results contribute to educational
materials or databases? Such questions, aimed specif-

ically at investigators, serve to highlight the impor-
tance of instruction in the academic culture.

Similar pressures are being applied by private
foundations. The largest privately funded education
initiative of its kind in the United States is the
Howard Hughes Medical Institute’s grants program
which supports programs to enhance science educa-
tion for students at all levels, from the earliest grades
through advanced training. Since 1988 HHMI has
awarded more than $1.2 billion in grants to biomed-
ical research institutions, universities, and colleges
to support innovative science education programs at
the pre-kindergarten to 12th-grade and undergradu-
ate levels. With direct impact on college faculty is the
HHMI Professor’s program. The HHMI professors
are leading research scientists who also are deeply
committed to making science more engaging for un-
dergraduates. Their innovative approaches to teach-
ing infuse undergraduate science with the excitement
and rigor of scientific research. The program is be-
coming a model for fundamental reform of the way
undergraduate science is taught at research universi-
ties. These programs seek to encourage young peo-
ple’s interest in science, prepare them for science-
related careers, and increase science literacy among
all students, including non-science majors.

While faculty members can be encouraged by
their dean or their funding agency to initiate ed-
ucational innovation, the culture of their depart-
ments and their institution plays a powerful role
in enabling or inhibiting the success of such inno-
vation and its expansion to other members of the
faculty. Numerous reports have appeared describ-
ing efforts to assist institutions of higher education
with programs of instructional change. In 1995, the
American Council on Education (ACE) launched
the Project on Leadership and Institutional Trans-
formation with 26 public and private institutions.
The goal was to help campus change-leaders articu-
late a comprehensive agenda for the improvements
they sought. After six years of observations, visits,
conversations, meetings and reports, Eckel (2002)
offers the insight that the change process requires
three key tasks: (1) creating institution-wide mo-
mentum and energy for change; (2) removing bar-
riers to change and elements that reinforce the sta-
tus quo; and (3) helping people to think differently
and adopt new mental models. Other resources to
support such reform efforts have included intercam-
pus faculty networks and national support organiza-
tions such as Chautauqua (http://www. chautauqua-
inst.org/education.html), and the SENCER, PKAL,
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and PFF programs mentioned above. An example of
a way to enhance teaching skills and career develop-
ment for post-doctoral fellows is the NIH’s IRACDA
program (http://www.nigms.nih.gov/minority/iracda
institutions.html).

If the entire academic community succeeds in
marshalling its collective will to reform science edu-
cation, the results could be sweeping. The idealized
goal that many education reformers might aspire
to is described in detail in The Learning Paradigm
College by JohnTagg (2003). Faculty would become
experimentalists in their classrooms (Dancy and
Beichner, 2002) just as they are in their laboratories
and field work. They would bring rigor and enthu-
siasm of research to their teaching, and continue
developing as teachers throughout their careers.
Introductory science courses would engage students
and encourage them to take more science classes.
More non-science majors would enter society with
respect for the scientific endeavor and with a grasp
of how scientific information is obtained and used. A
greater range and diversity of students would become
science majors who, through their early research
experiences, would feel the allure of experimental
science and the thrill of discovery. As Handelsman
et al. (2004) note, the end result – a scientifically
literate society and a reinvigorated research en-
terprize – could be far-reaching. It could even be
revolutionary.
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